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Data-Driven Software Solutions

A decision-making process which involves

- collecting data,

- extracting patterns and facts from that data,

- utilizing those patterns and fact to make decisions.
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Data-Driven Software Systems



Image Classification as Data-Driven Model
1. Collect a dataset of images and labels

2. Use Machine Learning to train an image classifier

3. Evaluate the classifier on a withheld set of test images

Training 
subset

Model
Test 

subset

Accuracy
Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Challenges in Writing the Explicit Logic of Classification

Images are represented as 3D arrays of numbers,

with integers between [0, 255].

E.g.  300 x 100 x 3

(3 for 3 color channels RGB)

The problem:

semantic gap

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Challenge: Viewpoint

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Challenge: Deformation

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Challenge: Intraclass variation

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


no obvious way to hard-code the algorithm for recognizing a cat, or other 
classes

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Take dataset, build classifiers, and use the classifier

Model

Accuracy

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


KNN Classifier

Model

Accuracy

Simply store all of the training data points.

Take the label of a point in the training that
is closest to the query.

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


What is the similarity? How do you define distance?

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


What is the similarity? How do you define distance?

L1-Norm:

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Code for Nearest Neighbor

What is one clear problem with this approach? (Hint: Efficiency)
Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Behavior of K-NN for different value of K

Overfitting Problem: 1-NN vs. 5-NN?

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


Which distance measure shall we use?

What value for K is the best?

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


- Have a validation subset (why not test dataset?)
- Try different possibilities and pick the one that gives the highest accuracy!

- Cross-Validation!

Hyperparameter Tuning

Validation Dataset

Stanford CS class CS231n: Convolutional Neural Networks for Visual Recognition

http://cs231n.stanford.edu/


DNN Classifier
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Training Neural Networks
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Activation Function 𝑓(𝑥)
ReLU  𝑓(𝑥): = 𝑚𝑎𝑥(0, 𝑥)
TanH  𝑓(𝑥): = 𝑡𝑎𝑛ℎ(𝑥)
Logistic 𝑓(𝑥): = 1/(1 + 𝑒!")

Training Neural Networks
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Inference of Neural Networks

122

12

234

63

157

W0: Weights that connect input layer to hidden layer 1
These weights are learned during the training DNN 

W1: Weights that connect hidden layer 1 to hidden layer 2
These weights are learned during the training DNN 

0.80

0.05

0.02

0.08

0.05

The prediction is the class with the highest likelihood

0





Transformers: 
Key Algorithm 
behind 
ChatGPT 

[https://daleonai.com/transformers-explained]



- What are robustness and security concerns? 
- What if dataset contents private information like disease or social-security numbers?
- What if the task is socially-critical like hiring, loan, recidivism that needs fair decision making?
- What are the limitation of data-driven software?

Challenges in AI-Enabled Decision-Support Software



Adversarial Example Attacks



Adversarial Example Vulnerability



Adversarial Example Attack



Privacy Issues in AI



Exposure of Secret Information in Training DNN

[The Secret Sharer: Evaluating and Testing Unintended Memorization in Neural Networks, 2019, https://www.usenix.org/system/files/sec19-carlini.pdf]

https://www.usenix.org/system/files/sec19-carlini.pdf


For any neighbor datasets X and X’ and any output T:

Differential Privacy Mechanism



Fairness Issues in AI



[“Google’s sentiment analyzer thinks being gay is bad,” Motherboard, Oct 2017]

Google Sentiment Analysis



Google Translator Gender Bias



Amazon Same-Day Delivery

https://www.bloomberg.com/graphics/2016-amazon-same-day/

https://www.bloomberg.com/graphics/2016-amazon-same-day/


https://www.nytimes.com/2023/05/15/us/politics/irs-black-americans-tax-audit.html 

Racial Disparity in IRS Tax Audits

https://www.nytimes.com/2023/05/15/us/politics/irs-black-americans-tax-audit.html


https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing 

Predict Risk of Re-offending using COMPAS software

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


COMPAS

Recidivism (Reoffend) Risk 
Assessment Software

Protected 
(Sensitive) 
Attributes

Non-Protected 
Attributes

ViolenceHistory

Race
Sex
Age

AgeFirstCount

Education

Risk of Recidivism (pre-trial and 
general risks).

Risk of Violent Recidivism

Data-Driven Parole Decision-Making Software



• Fairness through unawareness: 
• Masking protected attributes during training 

 
• Fairness through Awareness:

• Two individuals with similar qualifications should receive similar outcomes
• ∀	𝑥, 𝑦. 𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑥 ≈ 𝑄𝑢𝑎𝑙𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑦 	⇒ 𝑃𝑟𝑒𝑑 𝑥 ≈ 𝑃𝑟𝑒𝑑 𝑦

• Individual Discrimination (Counterfactual):
• Assuming everything else stays the same, changing a protected attribute from A to B should not change outcomes.
• ∀	𝑥, 𝑥!. 	𝑥	 ≡{#$%,'()$,$*)} 𝑥′	 ⇒ 𝑃𝑟𝑒𝑑 𝑥 ≈ 𝑃𝑟𝑒𝑑(𝑥′)

Sex Race Prior 
Counts

Education …

M B 1 Diploma …
M W 3 Diploma …
… … ... … …

Prior 
Counts

Education …

1 Diploma …
3 Diploma …
... … …

• Correlation of protected attributes with non-protected ones (e.g., race and zip-code)

• Measuring qualification is hard.

• Might be unrealistic and conservative. 

Fairness Definitions



• Statistical Parity Difference

• Disparate Impact (80% Rule or Fourth-Fifth Rule) 

• Equal Opportunity Difference (EOD): |𝑇𝑃𝑅,(0) 	− 	𝑇𝑃𝑅, 1 |
• Difference in true positive rates between two groups

• Average Odd Difference (AOD):  
!"#) $ %	!"#) ' 	(	|*"#)($)	%	*"#) ' |

-
• the average of difference in false positive rates and true positive rates between two groups

Group Fairness
Requires statistics of outcomes for two groups remain similar



COMPAS DEMO



Backup Slides



Data-Driven Software Systems



Categories of ML tasks

[1]. Zhang, et al., Machine Learning Testing: Survey, Landscapes and Horizons, 2021 


