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Running time is a key concern in the performance and security analysis of programs. Performance
debugging [4] and spectrum-based fault localization [23] are prevalent techniques to guarantee the
performance of large systems. In the security context, the analysis of running times is necessary to
guarantee availability [8, 10] and confidentiality [5, 7, 15] of programs.
Asymptotic time-complexity characterizations O(f (n)) are well-established metrics to express

the worst-case running time in terms of the input size. Despite the importance of characterizing
execution times with O(f (n)), there are often different modes in the execution times in terms of
the input size. For example, the execution times of Apache FOP in Figure 1 (a) have the worst-case
complexity O(n2), but there is another mode of execution time that is O(1). This is a performance
issue reported by a user in Apache bug forum (https://bz.apache.org/bugzilla/show_bug.cgi?id=
51465). The question that an analyzer faces is “Do the differences in the execution times (the green
and red patterns in Figure 1) manifest a performance bug?” If the answer is ‘No’, then the analyzer
concludes that the differences are intrinsic to the application.
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Fig. 1. (a) Apache FOP Execution Times versus input sizes. (b) Apache FOP Execution Times are clustered.

Execution times of programs depend on the programs’ internals (i.e., control-flow graph) and their
environments such as operating systems and hardware features. Differences in the execution times
are the results of differences in the paths taken in the control-flow graph and the environments.
Under a fixed environment, the variations in overall execution times of programs are explainable
with some properties of program internals over its control-flow graph such as basic-block calls.
In this work, we hypothesize that there are few groups of control-flow paths with distinguishing
execution times, while there are many paths inside each group.

We define an input trace as a sequence of basic-blocks taken in a control-flow graph path. A hyper-
trace is a set of input traces that expose similar execution time behaviors. Hyper-trace debugging
is a novel technique for identifying and explaining differences in overall execution times among
a set of input traces. The discovery part, first, clusters the inputs based on their execution times
into several groups, and then, labels the corresponding input traces with the cluster information.
Thus, this step identifies a set of hyper-traces where each corresponds to one cluster. Given the
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Fig. 2. Hyper-trace debugging for performance bugs in Apache FOP

set of hyper-traces, the explanation part produces a model that shows what properties of program
internals are common inside a hyper-trace and what properties distinguish different hyper-traces.

The hyper-trace debugging is, while related, different than the profiling. In the profiling [4], the
question is that given an input trace, how do the various parts of the program contribute to the
overall execution time? The hyper-trace debugging, in contrast, looks for distinguishing properties
of program internals that result in varying execution times among a set of inputs. The hyper-trace
debugging is a complementary for testing. While testing tools such as fuzzers [1, 2, 16] can reveal
performance bugs, the bugs are often difficult to analyze because they do not give knowledge about
the cause of bugs in the program internals [13]. While the hyper-trace debugging can use the actual
time measurements or abstractions such as the number of byte-code executed, the discriminant
model uses the actual measurements to consider the environment that is not fixed in the real world.
Debugging of Apache FOP. We show how a hyper-trace debugging tool named DPDEBUGGER
helps the user of Apache FOP to identify and explain the performance issue reported in the Apache
bug database (https://bz.apache.org/bugzilla/show_bug.cgi?id=51465). The debugging procedure is
shown in Figure 2. We collect a number of XML inputs that include PNG and JPEG images of various
sizes. In the time domain, we apply spectral clustering [22] to discover classes of execution times
as a function of input sizes. The clustering algorithm finds two classes of inputs with constant and
non-linear functions as shown with green and red colors in bottom right of Figure 2. In the program
internal domain, for the same inputs, we collect the input traces that are a sequence of method
calls shown in the top left of Figure 2. Then, we label each input trace with the the cluster label
from the time domain shown in the top right of Figure 2. The set of traces in green and red classes
are the two hyper-traces. We use the decision tree algorithms to learn the discriminant model of
the hyper-traces. The decision tree is shown in the right of Figure 2. For example, it pinpoints the
method getICCprofile as one discriminant for red cluster. It is called for some PNG files that have
a compressed color scheme that needs to be deflated. Now, the debugger can determine whether
the performance differences are intrinsic to the application, or there are performance bugs.
Research Statement. The hyper-trace debugging technique with a data-driven approach of clus-
tering and classification algorithms is a scalable, useful, and general-purpose tool for differential
performance and timing side-channel debugging in software applications.

We dub the core problem in hyper-trace debugging discriminant learning problem. We define the
problem and show the instantiations for 1) bug localizations, 2) differential performance debugging,
and 3) timing side-channel analysis.

https://bz.apache.org/bugzilla/show_bug.cgi?id=51465
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Discriminant Learning Problem. Given a set of executions, a discriminant is a map relating
each execution time class to a formula over program internal features satisfied by the executions
assigned to that class. Formally, let X be the set of (observable) input variables such as the size of
inputs, Z be the set of auxiliary variables about program internals such as basic block calls, and y be
the observable output variable such as execution time. An execution trace τ of the program is a tuple
⟨X ,Z ,y⟩. A trace discriminant Ψ = (F ,Φ) is tuple of a set of execution classes F = ⟨f1, f2, . . . , fk ⟩—
where each fj defines an execution time class over the output variable y—and a set of predicates
Φ = ⟨ϕ1,ϕ2, . . . ,ϕk ⟩ over the auxiliary variables Z. A trace τ receives the execution class fj under
trace discriminant Ψ if τ |= ϕ j , i.e. ϕ j evaluates to true for the truth valuation of Z ∈ τ .
Discriminant Learning for bug localizations.We study a discriminant technique for locating
regions in the program that contribute to different observations. In the debugging community, this
discriminant technique is an instance of spectrum-based fault localization [23] that is extended
to hyper-traces. The output variable takes only k distinct values and the values of input variables
are the same for all program traces. The discriminant is to discover k Boolean formulas over the
auxiliary variables. An input trace belongs to the class of observation j (1 ≤ j ≤ k), if j is the
smallest index such that the trace satisfies the predicates ϕ j . We refer to [20] for the complexity
analysis of the discriminant learning with arbitrary boolean and monotone conjunctive formulas.
Due to the complexity of discriminant learning and noisy time measurements, we propose to

use maximum likelihood discriminants over monotone conjunctive formulas. We propose two
approaches to learn the discriminants: 1) integer linear programming, 2) decision tree classifiers.
On a set of micro-benchmarks and case-studies, we show the decision tree learning algorithms
such as CART [6] are efficient and scalable approaches to learn the discriminants [20].
Discriminant Learning for differential performance debugging. Now, we consider another
version of discriminant learning problem where the execution-time classes are functions from
the input variables to the output variable. This case identifies different asymptotic performance
classes [12]. Given a trace and a discriminant model, we define the prediction error of a trace as the
mean square errors between the prediction of the model and the true output. The goal is to learn
the set of execution-time functions and corresponding Boolean formulas over program internals
such that the prediction error is minimized with the smallest number of execution-time functions.
We propose discriminant regression tree (DRT) [19] approach to learn the discriminants. A

discriminant regression tree is a binary tree structure whose nodes contain predicates over auxiliary
variables Z and leaves contain a discrete probability distribution over the affine functions F . Our
approach is to first cluster traces to k functions from input variables to output variable, and then
assign different labels to various traces based on the functional clusters that they fall into. Next, we
learn a decision tree in auxiliary variables with the leaves as clusters labels from the first step. We
discuss two algorithms for functional clustering (see [19] for more details).
K-linear Clustering. Given the set of points, the K-linear algorithm uses an approach similar to
K-means [14] to identify k functional clusters with centroids ⟨f1, f2, . . . , fk ⟩. Initially, the algorithm
randomly picks k pairs of points and fits k linear regressions (initial centroids). Then, it assigns
each point to the closet centroid and updates the centroids in each step until it converges.
Alignment Kernel. The alignment kernel is a notion of similarity between points where two points
are close if the linear model fitted to them includes many other points within ϵ neighborhood. The
spectral clustering [22] uses the kernel as the similarity notion to discover k linear clusters.
Discriminant Learning for functional side channels. In the security context, the discriminant
learning problem has two types of input variables: the secret inputs Xs and public inputs Xp .
In this setting, we define functional observations. A functional observation of a secret input s
shown with δ (s) is the execution-time function obtained by running the program on the entire
set of public inputs Xp . The discriminant model defines with the k distinguishable classes of
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Fig. 3. (a) SnapBuddy Classes. (b) SnapBuddy Tree.
(c) Jetty Observations. (d) Jetty Explanations.

observations F = ⟨f1, f2, . . . , fk ⟩ where each fj is the centroid of a set of functional observations
that are indistinguishable from each other and their corresponding program internal formulas.
Two functional observations δ (s) and δ (s ′) are indistinguishable and their secret values s and s ′
are in the same class if the distance d between the functions is less than ϵ . If all secret values are
indistinguishable from each other, i.e., k = 1, the program is said to be functional non-interference
under the timing observations. If there are more than one class (|F |>1), the program is leaking
some information about the secret inputs and the number of classes k quantifies the amount of
information leaks in accordance to min-entropy measure [18].
On a set of programs, we show that there are practical timing side channels with functional

observations that might deem non-interference with the existing definitions [9]. Furthermore,
we develop an approach based on the functional data clustering and decision tree classifiers for
debugging functional timing side channels (see [21] for more details).
For a given secret value s , we use B-spline basis [17] to obtain the timing function δ (s) for the

set of execution times over public inputs. For each secret value s , the valuations of each auxiliary
feature is also a function in domain of public inputs. Given a set of timing functions and an arbitrary
distance function d with the tolerance ε , we apply non-parametric functional clustering [11] to
identify k functional observations. Using the auxiliary variables as (functional) features and the
functional clusters as labels, CART algorithm learns the set of discriminants. The decision tree’s
nodes are program internal features and its leaves are a set of secret values inside a cluster.
Examples. First, we illustrate the usefulness of discriminant learning for bug localizations of
SnapBuddy [20]. Then, we show the approach for the analysis of functional timing leaks in Jetty [21].
Example 1. SnapBuddy is a Java application with 3,071 methods, implementing a mock social
network in which 439 users have public profiles with a photograph [3]. The inputs are the download
requests for the profiles. The size of profiles are the same for all users. Figure 3a shows a scatter
plot of the execution times for responding the requests. The execution times are clustered into 6
different groups using the k-means algorithm [14]. We see that for some users, the execution times
were roughly 15 seconds, whereas for some others, they were roughly 7.5 seconds. We use the
discriminant learning to discover what program internals are contributing to different clusters.

On the instrumented version of SnapBuddy, we obtain traces of inputs that are method calls. Then,
we label each trace with corresponding cluster label and use the CART decision tree algorithm [6].
The decision tree model is shown in Figure 3b. The decision tree model explains that the filters
applied by users on their profile images are discriminant properties for different clusters.
Example 2 (Jetty). We analyze the util.security package of Eclipse Jetty. The secret input is the
password stored at the server and the public input is the guess for the secret. We use a combination
of libFuzzer [2] and SlowFuzz [16], to generate the set of secret and public inputs. For each secret
value, we use B-spline basis and learn the timing functions over the entire set of public inputs.

We consider L1-norm distance between functions with ε=0.1 and apply a non-parametric func-
tional data clustering. The clustering algorithm discovers 20 classes of functional observations as
shown in Figure 3c. The existence of 20 clusters indicates the presence of functional side channels.
Figure 3d shows the decision tree model. Using this model, the analyzer realizes that the execution
of stringEquals_bblock_106 is what distinguishes the clusters from each other.
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